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ABSTRACT
This paper proposes a novel method using deep spatial-temporal neural networks based on deep Convolutional Neural Network (CNN) for multimedia event detection. To sufficiently take advantage of the motion and appearance information of events from videos, our networks contain two branches: a temporal neural network and a spatial neural network. The temporal neural network captures motion information by Recurrent Neural Networks with the mutation of gated recurrent unit. The spatial neural network catches object information by using the deep CNN, to encode the CNN features as a bag of semantics with more discriminative representations. Both the temporal and spatial features are beneficial for event detection in a fully coupled way. Finally, we employ the generalized multiple kernel learning method to effectively fuse these two types of heterogeneous and complementary features for action recognition. Experiments on TRECVID MEDTest 14 dataset show that our method achieves better performance than the state of the art.

Index Terms— spatial-temporal networks, recurrent neural networks, multimedia event detection

1. INTRODUCTION

Automatically detecting events in videos attracts increasing research interests due to its wide applications in video surveillance, video content analysis, and video retrieval. However, it is difficult to design an efficient and robust feature for event detection due to the large intra-class variations in unconstrained events. Recent methods for event detection include combining multiple hand-crafted features [1, 2, 3] and applying Convolutional Neural Networks (CNNs) [4, 5, 6]. The latest works on CNNs [4, 5] show that the CNN-based method achieve better performance than other hand-craft based methods.

Encouraged by the success of CNN-based methods for event detection, we propose deep spatial-temporal neural networks for detecting events in videos. As shown in Fig. 1, the spatial-temporal nets exploit the spatial and temporal information from deep CNN features of event videos. The CNN is pre-trained on the ImageNet dataset [8] for better extracting frame-level features, followed by two-branches: the temporal net and the spatial net which capture the temporal motion information and the spatial related object information of events, respectively. Since both of the motion and object information are significantly important and beneficial for describing multimedia events, we additionally adopt the multiple kernel learning to effectively combine these two different types of features for recognition.

Specifically, the Recurrent Neural Networks (RNNs) with the MUTation of gated recurrent units (MUT) [9] are used as the temporal net to process the sequential information. To avoid the over-fitting problem caused by the lack of labeled data, the RNNs with single layer are practicable since they are trained by the discriminative frame-level video features extracted from the deep CNN. Different from previous methods [12, 13] which explore the motion information by using optical flow images, we use the RNNs to learn temporal relationship between frames from the original video with more effective video representations. Moreover, the event videos contain not only motion concepts but also object concepts, so the spatial net is needed to catch the static object information. The bag of semantics (BoS) [10] is used in our spatial net to encode object concepts. While it is difficult to find a robust and accurate semantic description, the deep CNN classifiers trained by the large-scale ImageNet dataset precisely settle this problem. The 1,000 object categories of ImageNet are supposed as the semantic concepts, and each frame of the event video can be described by the semantic descriptors which can be represented as a multinomial distribution over the semantic concepts. Considering that not all concepts in a video are discriminative for detecting the event, we further use the vector of locally aggregated descriptors (VLAD) [14] to encode the frame-level semantic descriptors to eliminate the redundant information. Finally, Generalized Multiple Kernel Learning (GMKL) [11] is applied to fuse the spatial and temporal features for event detection.

The contributions of this work are as follows. The spatial-
temporal networks are proposed to learn better CNN descriptions for multimedia event detection. RNNs with MUTation gated recurrent unit are first used to explore the motion information of event videos. BoS is first applied to the spatial net to get deeper and more discriminative representation which is complementary with representation of temporal net for event detection.

2. RELATED WORK

From the view of CNNs utilizing spatial and temporal information of videos, the most related works to our method are the two-stream convolutional networks for action recognition [12, 13]. Simonyan et al. [12] proposed the two-stream convolutional networks for action recognition. Their spatial network is a pre-trained CNN, and they trained a temporal network with optical flow sequential images as input. Wang et al. [13] proposed trajectory-pooled deep convolutional descriptor for action recognition. They integrated the two-stream CNNs proposed in [12] and a successful hand-craft feature for video classification called improved trajectories [15]. Both the applications of the two-stream CNNs achieved satisfactory results under auxiliary hand-crafted descriptors. However, their deep temporal net needs to be trained on a substantial number of optical flow image sequences. Due to the limited number of training data in multimedia event dataset, it is impractical to learn the parameters of the temporal net with such a small number of data for event detection. Accordingly, our deep spatial-temporal networks do not rely on any hand-crafted features, and do not need large-scale training procedure either.

From the view of temporal neural network, our temporal net is most related to Recurrent Neural Networks (RNNs) with Long Short-Term Memories (LSTM) [16] and Gated Recurrent Unit (GRU) [17]. Classical RNNs have the limitation of learning long-term representations of videos due to the vanishing and exploding gradient problems. Many specific RNNs are proposed to handle these problems. The Long Short-Term Memory (LSTM) neural networks with special gating schemes demonstrate the effectiveness in processing long-time sequential information [18, 19]. However, the purposes of many components of LSTM are obscuring, and the dimension of the hidden state in an LSTM is twice the number of memory cells due to its intrinsic structure with separate hidden states. The recently-introduced GRU which is an alternative to the LSTM has better performance and simpler structure without divided hidden states than LSTM. We use the RNNs with the MUTation of gated recurrent unit (MUT) [9] to process the sequential information as the temporal network in our networks. The MUT1 [9] applied in our temporal net is a kind of MUT, where the RNNs with MUT1 achieved the top one performances in many tasks among different RNNs including LSTM and GRU.
3. DEEP SPATIAL-TEMPORAL NEURAL NETWORKS

In this section, we describe the proposed deep spatial-temporal networks which explore the information of the motion and object concepts in event videos. We first introduce the pre-trained CNN (the blue part in Fig. 1). Secondly, the details of MUT based temporal net, and the BoS encoded spatial net are elaborated. Finally, the Generalized Multiple Kernel Learning (GMKL) [11] is introduced for event detection.

3.1. The pre-trained CNN

Our deep spatial-temporal networks start with a pre-trained deep CNN with 16 weight layers of VGG [7] for ILSVRC 2014 classification task. The dataset of this task includes 1.2M training images categorized into 1000 classes. As depicted in Fig. 1, the CNN contains 5 blocks of convolutional layers, and each block is followed by a max-pooling operation. There are 2 convolutional layers in each of the first 2 blocks, and the other 3 blocks have respective 3 layers inside and hence 13 convolutional layers altogether. In this paper, we use a kind of abbreviation to denote each convolutional layer (i.e., Conv 2-1 refers to the first convolutional layer of the second block), whose notation is inconsistent with [7]. The fc means the fully connected layer, where fc6 and fc7 layer have 4096 channels each, and the fc8 which performs 1000 categories contains 1000 channels. We extract the frame-level CNN descriptors from the fc7 layer for temporal net and the softmax classifier of the pre-trained CNN for spatial net, respectively. These two parts of works can be simultaneously implemented by using the Caffe toolkit [20] with the model shared by [7].

3.2. MUT based temporal neural network

The MUT-based neural networks are known as RNNs with MUTation of gated recurrent unit which are able to model longer sequential time-series data. Accordingly, we use the one of the MUT-based networks, MUT1, to learn the complex dynamics of the event video automatically. Different from the traditional RNNs, the MUT-based networks have gated units to replace the hidden nodes of the RNNs. Unlike the LSTM, the gated unit of an MUT is not separate. The MUT1 is defined by the following equations:

\[ z_t = \text{sigmoid}(W_{xz}x_t + b_z) \]
\[ r_t = \text{sigmoid}(W_{xr}x_t + W_{hr}h_t + b_r) \]
\[ \tilde{h}_t = \text{tanh}(W_{hh}(r_t \odot h_t) + \text{tanh}(x_t) + b_h) \]
\[ h_{t+1} = \tilde{h}_t \odot z_t + h_t \odot (1 - z_t), \]

where \( x_t, z_t, r_t, h_t, \tilde{h}_t \) respectively denote the input data, update gate, reset gate, activation and the candidate activation of time step \( t \). The \( W_\cdot \) is the weight matrix and the \( b_\cdot \) is the bias. The \( \odot \) is element-wise vector product.

In this work, we process the frame-level descriptors extracted from the fc7 layer of CNN by using single-layer MUT1 networks to obtain the temporal net features. To learn the model parameters of the MUT1-based networks, we use the cross entropy as loss function and minimize the loss function by Back Propagation Through Time (BPTT). BPTT is to expand an MUT1-based net over steps and uses the back propagation algorithm to train the nets. For the sake of none decaying or exploring error when back propagating through internal states of memory cells, the truncated BPTT [16] is used. With the truncated BPTT, errors arriving at a memory cell would not be propagated back anymore. Because of the variable number of the input video frames, we introduce masks to the input data. The temporal-net is implemented by Theano toolkit [21].

3.3. BoS encoded spatial neural network

We use the Bag of Semantics (BoS) to encode the frame-level video features extracted from the fc8 layer. Since the BoS is to map each frame into the classifier with multinomial distribution output, the softmax classifier of the pre-trained CNN can be applied directly. The theoretical effectiveness of the BoS encoding is as follow:

Assuming that a video \( V = [\pi_1, \ldots, \pi_t]^T \in \mathbb{R}^{t \times c} \) can be described as the multinomial distributions of its frames, where \( t \) is the number of frames, \( c \) is the number of concepts, \( \pi_i = [\pi_{i1}, \ldots, \pi_{ic}] \) denotes the posterior probability distribution of the \( i^{th} \) frame, and \( \pi_{ij} \) is the probability of the \( i^{th} \) frame belonging to the \( j^{th} \) semantic concept. The expected log-likelihood of video \( V \) can be expressed as

\[
E(\mathcal{L}) = E(\log \prod_{i=1}^{t} \prod_{j=1}^{c} \pi_{ij}^{I_{ij}}) = \sum_{i=1}^{t} \sum_{j=1}^{c} E(I_{ij}) \log \pi_{ij} 
\]

\[
= \sum_{i=1}^{t} \sum_{j=1}^{c} \pi_{ij} \log \pi_{ij}, \quad (1)
\]

where \( I_{ij} \) is an indicator function to identify whether the \( i^{th} \) frame belongs to the \( j^{th} \) class, and \( E(I_{ij}) \) represents the expectation of \( I_{ij} \). As shown in Eq.(1), \( E(\mathcal{L}) \) only depends on \( \pi \), therefore the video is available to be described by BoS. After getting the BoS features of a event video from the softmax classifier, we map the features into the natural parameter space BoS, \([s_1, \ldots, s_l]^T\), using the logarithmic function \( s_i = \log \pi_i + \sum_j e^{s_j} \) to describe the video since the posterior probability produced by the softmax classifier is non-Euclidean nature.

Videos encoded by BoS remain the frame-level features, therefore we leverage the VLAD-k [22] which is a soft assignment version of the traditional VLAD to encode these features to video-level features. Firstly, we use PCA to reduce
the dimension of BoS features to $S = [s^1_i, \ldots, s^t_i]^T \in \mathcal{R}^{t \times d}$. Secondly, the K-means is applied to generate $K$ cluster centers $B = [b_1, \ldots, b_K]^T \in \mathcal{R}^{K \times d}$. Then the SVR-k of the $i$th frame in a video is calculated by

$$d_i = [\omega_1(s^1_i - b_1); \ldots; \omega_K(s^t_i - b_K)],$$

where

$$\omega_n = \frac{I(s^1_i, b_n) \exp(-\|s^1_i - b_n\|^2)}{\sum_{m=1}^K I(s^1_i, b_m) \exp(-\|s^1_i - b_m\|^2)}$$

is the localized soft assignment weight with $I(s^1_i, b_n)$ indicating that if the $b_n$ belongs to the $k$ nearest neighbors of $s^1_i$, $I(s^1_i, b_n) = 1$, otherwise $I(s^1_i, b_n) = 0$. Finally we utilize the intra-normalization [23] and max pooling for VLAD to get the descriptors of the spatial net.

### 3.4. GMKL for event detection

Given training spatial net features $\{d_i | i = 1, 2, \ldots, N\}$ and temporal net features $\{t_i | i = 1, 2, \ldots, N\}$, the generalized multiple kernel learning is used to fuse these two kinds of features and train multiple binary classifiers for multimedia event detection. The decision function is defined as

$$f(s, t) = c_1 w_1^T \phi_1(d) + c_2 w_2^T \phi_2(t) + b,$$

where $c_1$ and $c_2$ are the combination coefficients of the two kinds of features with the constraints that $c_1 + c_2 = 1$ and $c_1, c_2 \geq 0$, $w$ and $b$ are parameters of the standard SVM, and $\phi(\cdot)$ is the a function mapping spatial or temporal net features to high dimensional space. $c, w$ and $b$ are learned by solving

$$\min_{w, b, c} \frac{1}{2} \sum_{i=1}^2 (c_i \|w_i\|^2 + c_i^2) + C \sum_{i} l(y_i, f(d_i, t_i))$$

s.t. $c_1 + c_2 = 1, c_1, c_2 \geq 0,$ \hspace{1cm} (5)

where $l(y_i, f(d_i, t_i)) = \max(0, 1 - y_i f(d_i, t_i))$ is the loss function, and $y_i = \{+1, -1\}$ is the label of the $i$th training sample. Similar to [11], Eq.(5) can be reformulated by replacing the SVM with its dual form:

$$\min_c \frac{1}{2} (c_1^2 + c_2^2) + J(c_1, c_2)$$

s.t. $c_1 + c_2 = 1, c_1, c_2 \geq 0$, \hspace{1cm} (6)

where

$$J(c_1, c_2) = \max_{\alpha} \sum_{\alpha}^{N} \alpha_{i} - \frac{1}{2} \sum_{i,j=1}^{N} \alpha_{i} \alpha_{j} y_{i} y_{j} (c_1 k_1(d_i, d_j) + c_2 k_2(t_i, t_j))$$

s.t. $\sum_{i=1}^{N} \alpha_i y_i = 0, 0 \leq \alpha_i \leq C, i = 1, 2, \ldots, N,$ \hspace{1cm} (7)

$\alpha$ is the dual variable, $k_1(\cdot, \cdot)$ and $k_2(\cdot, \cdot)$ are kernel functions for temporal and spatial net features, respectively. Here, the RBF kernel function $k_1(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2)$ and the linear kernel function $k_2(x_i, x_j) = x_i^T x_j$ are used, where $\gamma > 0$ is the kernel parameter. Following [11], Eq.(6) is solved by iteratively updating the linear combination coefficients $c$ and the dual variable $\alpha$.

### 4. EXPERIMENTS

#### 4.1. TRECVID MEDTest 14 dataset

We conduct our experiments on the challenging NIST TRECVID MEDTest 14 dataset. The dataset is known as the largest publicly available video corpora for event detection. There are 20 complex events in the dataset, namely “attempting a bike trick”, “cleaning an appliance”, “dog show”, “giving directions to a location”, “marriage proposal”, “moving a home”, “rock climbing”, “town hall meeting”, “winning a race without a vehicle”, “working on a metal crafts project”, “beekeeping”, “wedding shower”, “non-motorized vehicle repair”, “fixing musical instrument”, “horse riding competition”, “felling a tree”, “parking a vehicle”, “playing fetch”, “tailgating” and “tuning musical instrument”. These categories are identified as E21-E40. The total number of training videos is 8,030. Each event class has about 100 positive videos, and the remaining 4,983 videos are negative exemplars which do not belong to any event mentioned above. The testing dataset contains about 23,000 videos.

#### 4.2. Experimental settings

In our experiments, we extract CNN features every 5 frames and pre-process each frame by following [4]. For temporal net, the entire MUT1 model which contains a MUT1 layer, a fully connected layer and a softmax layer is trained on the MED14 positive training videos and about 150 negative training videos selected randomly. The maximum timestep is set to 20, and we split long-time videos to several videos to expand the number of training data to about 8,000. We conduct the training procedure of MUT1-based networks on a computer without using GPU, and the convergence only takes a few hours. The number of MUT1 units is set to 200 which is smaller than the number of input units. The reason is that the temporal features can be embedded in low dimensional manifold of the input space. Once the MUT1-based nets are trained, for a new input video, we get its feature from the MUT1 layer. For spatial nets, we firstly use PCA with whitening to reduce the 1000-D BoS features to 256-D. Then we apply k-means to obtain 256 centers for VLAD-k, where the learning samples are all from training set and $k$ is set to be 5. When using the GMKL for event detection, we utilize 5-fold cross-validation to choose the parameter of the cost $C$.

in SVM, and the kernel parameter $\gamma$ is set to be the average of the RBF kernel to save the cost training time. When validating the effectiveness of the temporal net, we use 5-fold cross-validation to choose $C$ and $\gamma$.

There are 2 standard training conditions for TRECVID MED: 100Ex and 10Ex. In 100Ex, all the positive exemplars are used for training, and in 10Ex, each event class has only 10 positive exemplars for training. Training MUT1-based networks needs plenty of exemplars, hence, we only concentrate on the 100Ex condition. We use the mean Average Precision (mAP) for binary classification to evaluate the performance for multimedia event detection.

4.3. Experimental results

We compare our method with several state-of-the-art methods as follows: Improved Dense Trajectory [15] encoded by Fisher Vector with $\chi^2$ kernel SVM (IDT-FV) [17], average pooling of key-frame CNN features with $\chi^2$ kernel SVM (CNN-avg) [17], frame-level CNN features encoded by VLAD with linear SVM (CNN-VLAD) [4], CNN Latent Concept Descriptors (LCD) of Spatial Pyramid Pooling encoded by VLAD with linear SVM (LCD-SPP-VLAD) [4], Average Late Fusion of CNN-VLAD and LCD-SPP-VLAD (Avg-LF) [4], Spatial-Temporal pooling of frame-level CNN features (CNN-STpooling) [24], and combining the Spatial-Temporal pooling of frame-level CNN features with IDT-FV (CNN-STpooling+IDT-FV) [24]. All the deep learning based methods mentioned above use adaption of the ImageNet pre-trained CNNs to the task of event detection.

Table 1 shows that our method with spatial-temporal nets capturing the motion and object information outperforms methods using only temporal or spatial features, which demonstrates that our spatial-temporal features can precisely represent the event videos. The result of the proposed spatial-temporal net is higher than CNN-STpooling+IDT-FV method which also captures the temporal and spatial information, although the separate spatial and temporal nets are respectively similar to CNN-pooling and IDT-FV in mAPs. The probable reason is as follow: features of MUT are extracted on the CNN features, so the temporal information described by MUT features and spatial information characterized by CNN features are easy to be integrated, while CNN features and IDT features are in 2 totally different feature spaces and it is hard to be fused well and properly. The mAP improvements of feature fusions are 0.011 for Avg-LF, 0.055 for CNN-pooling + IDT-FV, and 0.07 for our spatial-temporal nets, which shows our fusion is efficient.

Consequently, we evaluate the effectiveness of fusing the motion and object information. To this end, we conduct experiments of event detection using the temporal net and spatial net separately. The classifier for detection of the two nets are SVMs with the same kind of kernels as the kernels used in multi kernel learning, namely RBF kernel and linear kernel. Fig. 2 is the per-event mAP comparison among our spatial net, temporal net and spatial-temporal nets. As can be seen in Fig. 2, the spatial-temporal nets outperform the two single nets on all event, which suggests complementarity of the temporal net and spatial net on feature expression.

5. CONCLUSION

In this paper, we propose an effective model called deep spatial-temporal networks for multimedia event detection. The temporal net implemented by Recurrent Neural Networks with the MUTation of gated recurrent unit captures motion information, and the spatial net catches the object information by encoding the CNN features with bag of semantics. These t-
wo kinds of information are both demonstrated to be effective for event detection, and are fused by multiple kernel learning to represent event videos. Experiments on TRECVID MEDTest 14 dataset shows good performances of the proposed method.
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Table 1. Performance comparisons on MEDTest 14 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDT-FV [15]</td>
<td>0.270</td>
</tr>
<tr>
<td>CNN-avg [17]</td>
<td>0.329</td>
</tr>
<tr>
<td>CNN-VLAD [4]</td>
<td>0.332</td>
</tr>
<tr>
<td>LCD-SPP-VLAD [4]</td>
<td>0.357</td>
</tr>
<tr>
<td>Avg-LF [4]</td>
<td>0.368</td>
</tr>
<tr>
<td>CNN-STpooling [24]</td>
<td>0.332</td>
</tr>
<tr>
<td>CNN-STpooling + IDT-FV [24]</td>
<td>0.387</td>
</tr>
<tr>
<td>Temporal neural network</td>
<td>0.257</td>
</tr>
<tr>
<td>Spatial neural network</td>
<td>0.332</td>
</tr>
<tr>
<td><strong>Spatial-temporal neural networks</strong></td>
<td><strong>0.412</strong></td>
</tr>
</tbody>
</table>