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Abstract In this paper, a new stereo camera calibration technique that can realize automatic strong calibration is proposed. In order to achieve online camera calibration, an object covered with chess-board patterns, called embedded calibration device, is placed inside the cavity of the stereo-vision system. We estimate the structural configuration of the embedded calibration device, i.e. the 3D positions of all the grid points on the device, to calibrate the cameras. Since the device is close to the stereo camera, the calibration results are usually not valid for the volume around the object in the scene. Therefore we present a correction approach combining the embedded calibration and scene features to make the calibration valid in the scene. Experimental results demonstrate that our system performs robust and accurate, and is very applicable in unmanned systems.

I. INTRODUCTION

Camera calibration is a necessary step of stereovision to extract metric information from 2D images. Conventional camera calibration [1], [2], [15] has generally been done by a procedure whereby a 3D calibration device whose spatial geometry is designed or measured with very high-precision. The calibration device is placed in front of a camera, then the imaged positions of features on this device are used to estimate the camera parameters. Such calibration can determine exact camera parameters and recover the absolute scale of a scene owing to some explicit 3D information. The development of plane-based camera calibration [6], [9], [16] makes the calibration flexible and easy to use. The planar pattern is required to be shown at different orientations observed by the camera to be calibrated, and the images containing the planar patterns are used to estimate the camera parameters. The camera calibration technique based on 1-D object [7], [19], [22] is also significant in practice especially in multi-camera calibration problem [10]. The 1-D object rotates around a fixed point, or undergoes a special motion so that it can be observed in different orientations. This calibration approach would fail in the degenerate cases or critical motions, which have been investigated by Hammarstedt et al [11].

However, those techniques suffer from two problems. One problem is that the calibration procedure usually requires human interaction to position the calibration object and then to remove it after calibration. Moreover, calibration object must be observed from several different orientations to obtain accurate results. Another problem is that the calibration is only effective for the region around the position of calibration objects [17]. The further the scene is, the more instability the performance of the calibration would be.

In order to overcome the problem of human interaction and the degeneration of the calibration performance when the scene is away from the camera, Zhang [17] proposed an on-site stereo calibration method in which the calibration device is mounted on the vehicle. Nevertheless, one can only re-calibrate the vision system at intervals using this method. On the other hand, the spatial geometry of the calibration object must be designed with high-precision. Katayama [3] proposed a calibration method that uses a transparent calibration tool with affixed dot patterns of color filter material. This tool, installed in front of the camera, does not need to be reset or removed, so that it greatly simplifies the calibration process. This is an online automatic calibration technique, but the accuracy of this method is not comparable with the conventional methods because the calibration tool is located far away from the plane of focus.

Self-calibration is a kind of online auto-calibration method which has been explored intensively in last two decades [12], [21], [26]. These methods only make use of a number of image correspondences to estimate camera parameters. However, self-calibration processes are rather unstable even if they have been lead with caution [4]. In some cases, several calibration parameters (such as principal points) are assumed to be known [8], or an initial guess of the camera parameters should be provided [20].

In this paper, we propose a new stereo camera calibration technique with an embedded calibration device and scene features. An embedded calibration method is implemented with the calibration device hidden inside the cavity of the embedded calibration stereovision system. The system will not require human interaction to place and remove the calibration device. Considering that the embedded calibration is not valid for the volume around the scene because the distance from the scene to the cameras is farther than the distance between the calibration device and the cameras, we present an optimization approach to correct the embedded calibration results with scene features.

Fig. 1 shows the sketch of our embedded calibration stereovision system. The system consists of a stereo head, a half-mirror, an embedded calibration device, and a light source. The calibration device comprises three planes, and each plane is covered with a chess-board pattern. The light source will be turned on during calibration, and turned off after calibration. The half-mirror completely reflects the
calibration device to the stereo camera while it also allows the scene rays passing through itself and reaching the camera. It enables the stereo camera to simultaneously observe the scene and the calibration device to generate an embedded calibration stereo pair, as shown in Fig. 2. The detailed description of the embedded calibration stereovision system could be found in our previous work [14].

II. EMBEDDED CALIBRATION

The ideal pinhole camera model is applied in this paper to describe the stereo camera in our system. Let \( \mathbf{X} = [X, Y, Z]^T \) and \( \mathbf{x} = [x, y]^T \) be a 3D point in the world coordinate system and its corresponding 2D image point in the pixel coordinate system respectively. \( \mathbf{X} = [X, Y, Z, 1]^T \) and \( \mathbf{x} = [x, y, 1]^T \) denote their homogenous coordinates. Then the projective relation is given by

\[
\mathbf{x} \sim \mathbf{P} \mathbf{X} = \mathbf{K} [\mathbf{R}, \mathbf{t}] \mathbf{X} = \begin{bmatrix} \alpha & \gamma & u_0 \\ 0 & \beta & v_0 \\ 0 & 0 & 1 \end{bmatrix} [\mathbf{R}, \mathbf{t}] \mathbf{X}, \quad (1)
\]

where \( \mathbf{P} \) is the 3x4 projection matrix; \( \mathbf{K} \) is the intrinsic camera matrix; \( \alpha, \beta, \gamma, u_0, v_0 \) are the intrinsic parameters; \( \mathbf{R} \) and \( \mathbf{t} \) are extrinsic parameters defining the rotation and translation from the world coordinate system to the camera coordinate system. The symbol \( \sim \) means equality up to a scale.

In our system, the three planes are fixed so the spatial relationships among the three planes, or furthermore the relative 3D positions of all the corner points on the three planes, could be used as a prior to achieve more robust calibration. Thus before calibration, the structural configuration of the calibration device should be estimated.

A. Configuration Estimation of the Calibration Device

Let \( \mathbf{R}^{12}, \mathbf{t}^{12} \) and \( \mathbf{R}^{13}, \mathbf{t}^{13} \) be the rotation matrix and translation vector from the first plane to the second plane and third plane respectively. As illustrated in Fig. 3, the device is moved \( n \) times in front of a high resolution camera. (It should be clear that the camera used here is NOT the camera to be calibrated using our system. A higher resolution camera may guarantee finer structural computation results because of the better image quality.) Let \( \mathbf{R}_i, \mathbf{t}_i \) \((0 < i < n)\) denote the transformation from the camera coordinate system to the \( i \)-th device coordinate system centered at the top-left grid point on the first plane. The initial closed-form solution of \( \mathbf{R}^{12}, \mathbf{t}^{12}, \mathbf{R}^{13}, \mathbf{t}^{13} \) and each \( \mathbf{R}_i, \mathbf{t}_i \) can be easily computed using the method in [16]. Then these parameters are refined by the maximum likelihood estimation minimizing the reprojection error given by the cost function

\[
\sum_{i=1}^{n} \sum_{j=1}^{m} \left\| \mathbf{x}_{ij} - \mathbf{X}_{ij} \right\|^2,
\]

where \( \mathbf{x}_{ij} \) and \( \mathbf{X}_{ij} \) are the measured and predicted image point corresponding to the 3D point \( \mathbf{X}_j \); \( k_1, k_2 \) are the distortion factors; \( m \) is the number of grid points on the device.

After configuration estimation, the coordinates of all the 3D corner points on the calibration device in the device coordinate system are known and can be used to calibrate other cameras.

B. Online Stereo Calibration

In the stereo calibration stage, image positions of the known 3D corner points projected on the image are extracted using Harris corner detector. An iteration process similar to [27] is applied to refine the positions of extracted grid points. Since the calibration patterns might be far away from the plane of focus, the image of calibration pattern would be blurred, resulting in difficulties with Harris corner localization. To alleviate this problem, we introduce the geometry constraint, such as collineation and intersection, among all the corner points to refine the coordinates of the
points in each iteration. The iteration will repeat until the root mean square (RMS), computed between the coordinates measured by the Harris corner detector and the coordinates predicted with the geometry constraint, is less than a pre-defined value $\xi$. Finally, the coordinates of all the grid points are accurately extracted by the above procedure and used in calibration.

Given correspondences between image points $x_i$ and 3D point $X_i$, we should find the 3x4 projection matrix $P$ such that $\tilde{x}_i \sim PX_i$ for all $i$. The linear estimation of $P$ is found via Direct Linear Transform (DLT) [26] as the initial solution. Then a maximum likelihood estimation which can be solved with the LM method is used to minimize the reprojection error

$$\sum_{i=1}^{n} \left\| x_i - \tilde{x}_i (P, X_i) \right\|^2. \quad (3)$$

Once the projection matrix $P$ is estimated, the camera parameters $K, R$ and $t$ can also be readily computed (by QR decomposition).

The left and right cameras are calibrated separately with the calibration device at the fixed position. Let $K_L, R_L, t_L$ and $K_R, R_R, t_R$ be the calibration matrices of the left and right camera from embedded calibration. Then the transformation from the left camera to the right camera would be

$$\begin{align*}
\hat{R} &= R_R R_L^{-1} \\
\hat{t} &= -R_R R_L^{-1} t_L + t_R .
\end{align*} \quad (4)$$

### III. EMBEDDED CALIBRATION CORRECTION WITH SCENE FEATURES

Since the embedded calibration is only valid around the embedded calibration device, and the calibration performance degrades if the scene is away from this region, the embedded calibration results should be corrected such that they will be effective for the volume around the scene. In this paper, the feature points in the scene are extracted from the two images of the left and right camera and matched. The epipolar constraint [18], [26], which describes the constrain on the matched feature point pairs, is introduced to establish the correlation between the camera parameters (including the intrinsic parameters and extrinsic parameters) and the scene feature points, and correct the camera parameters.

The fundamental matrix $F$ is the algebraic expression of epipolar geometry. Referring to the parameters of the left and right camera with subscripts $L$ and $R$ respectively, a pair of corresponding points $x_L$ and $x_R$ in the left image and right image satisfies the condition

$$\tilde{x}_R^T F \tilde{x}_L = 0 \quad (5)$$

where $\tilde{x}_L$ and $\tilde{x}_R$ are the homogeneous coordinates of the corresponding points $x_L$ and $x_R$, and

$$F = K_R^{-T} [t]_\times RK_L^{-1} \quad (6)$$

where $R$ and $t$ are the rotation matrix and translation vector from the left camera coordinate system to the right camera coordinate system, and $[t]_\times$ is the skew-symmetric matrix of the vector $t$.

Let $\tilde{x}_L$ and $\tilde{x}_R$ denote the homogeneous coordinates of a pair of corresponding points, the epipolar error can be given by

$$\epsilon_i = \frac{|\tilde{I}_L^T \tilde{x}_L| + |\tilde{I}_R^T \tilde{x}_R|}{\sqrt{|I_{L,1}| + |I_{L,2}|} + \sqrt{|I_{R,1}| + |I_{R,2}|}} \quad (7)$$

where $I_q$ indicates the $q$-th component of vector $I_p$. The vectors

$$\tilde{I}_L \sim -K_L^{-T} R^T [t]_\times K_R^{-1} x_L, \quad (8)$$

and

$$\tilde{I}_R \sim K_R^{-T} [t]_\times RK_L^{-1} x_R, \quad (9)$$

are the directions of the epipolar lines computed by the corresponding point pairs and the camera matrices. Thus, the objective function of the refinement is given by

$$\text{argmin} \sum_{i} \epsilon_i^2, \quad (10)$$

where the camera parameters $K_L, K_R, R$ and $t$ computed by the embedded calibration described in section II are corrected. We correct the extrinsic parameters as well as the focal lengths of the stereo cameras, and leave the aspect ratios, principal point positions and skew coefficients to be fixed assuming that the error introduced with this approximation is normally well-within the radius of convergence of the non-linear optimization. Equation (10) can be solved via the LM method.

### IV. EXPERIMENTAL RESULTS

In this section, we provide several experiments to verify the effectiveness and accuracy of our calibration technique. The stereo head comprises two FFMV-03MTC Color Cameras (Point Gray Inc.) with TAMRON-TV varifocal lens. The calibration device is placed about 0.8 meters away from the stereo camera and a box is placed about 5 meters away. We mark four points which are the vertexes of the box, as shown in Fig. 4(a). The four points form three lines which are not totally perpendicular to each other.

Fig. 4 shows the epipolar geometry estimated by the conventional calibration method, the embedded calibration method, and the proposed method. The scene features are extracted with SIFT [23] from the images of the left and right cameras, and are matched by using a fast nearest-neighbor algorithm. The normalized 8-point algorithm [26] is implemented in a RANSAC [24] procedure to eliminate the outliers, i.e. the false-matched point pairs. Fig. 4(c) is the epipolar geometry estimated with the embedded calibration method. It is obvious that the points do not lie on the epipolar lines. The proposed method optimizes the embedded calibration with those scene features, and obtains good results as shown in Fig. 4(d). We can see the results of the proposed
method is similar to the epipolar geometry estimated with the conventional calibration method (Fig. 4(b)).

The four vertexes and the three lines (labeled in Fig. 4(a)) are respectively reconstructed by the three methods above. The angle of the corners are computed and shown in Table I. In this experiment, the camera parameters estimated by the conventional method is regarded as the ground truth.

For quantitative comparison, one point \((x,y)\) in the left image is mapped to 3D Euclidean coordinate \((X,Y,Z)\) related to the left camera frame (reference camera frame) using the geometry and the disparity-depth relationship. The transformation can be described as

\[
Z = \frac{Bf}{d}, \quad X = \frac{Z(x - u_0)}{f}, \quad Y = \frac{Z(y - v_0)}{f}
\]  

(11)

where \(d\) denotes the disparity value, \(B\) represents the stereo baseline, and \(f\) is the focal length of the left camera. The disparity value \(d\) could be computed from the rectified images. The parameters such as \((u_0, v_0)\), \(B\) and \(f\) are acquired from calibration results.

A planer pattern with many precise grids is designed for accuracy evaluation since the precise ground truth of the depth value (the variable \(Z\) in (11)) might be difficult to obtain. As shown in Fig. 5, we label six points on the planer pattern and indicate them by the red dots and numbers. Five lines and five angles that formed by the six points are chosen for accuracy evaluation. The planer pattern is placed at fifteen different positions. The comparative results are shown in Table II and Table III, we can see that the results of our method are comparable with the results of the conventional calibration. The embedded calibration method is not evaluated in the quantitative experiments since the epipolar geometry estimated by the embedded calibration method is not good (see Fig. 4(c)).

At last, we recover the dense depth map of a box at the distance of about 3.5 meters away from the camera. The box is covered with some color images from the data sets “Cones” and “Teddy” [13]. The stereo matching problem is formulated by Markov Random Fieds (MRF) and solved with Graph-cuts [25]. Fig. 6 shows the stereo image pair of the box. Since the region of interest is only the box, we employ a simple method to subtract the background (the blue curtains and the wall) and the useless regions (the desk). The dense depth maps are shown in Fig. 7. As can be seen, the proposed method has similar results with the conventional method.

V. CONCLUSION AND DISCUSSION

This paper has presented a new stereo camera calibration technique with an embedded calibration device and scene features. An embedded calibration method is carried out with the embedded calibration device on our stereovision system which consists of a stereo head, a half-mirror, a light source, and the calibration device. In this stereovision system, the cameras could be strongly calibrated. The scene features are used to refine the embedded calibration so that the calibration is valid for the region in the scene. Thus, the proposed method can calibrate the cameras automatically without considering variation of camera parameters.
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TABLE II

<table>
<thead>
<tr>
<th></th>
<th>1-2</th>
<th>2-3</th>
<th>3-4</th>
<th>3-5</th>
<th>5-6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground truth(mm)</td>
<td>200</td>
<td>160</td>
<td>40</td>
<td>120</td>
<td>80</td>
</tr>
<tr>
<td>Conventional Length(mm)</td>
<td>200.91</td>
<td>161.08</td>
<td>40.42</td>
<td>120.88</td>
<td>81.37</td>
</tr>
<tr>
<td>Mean error(%)</td>
<td>0.86</td>
<td>0.34</td>
<td>0.75</td>
<td>1.17</td>
<td>0.56</td>
</tr>
<tr>
<td>Proposed Method Length(mm)</td>
<td>201.26</td>
<td>165.84</td>
<td>41.15</td>
<td>121.25</td>
<td>81.80</td>
</tr>
<tr>
<td>Mean error(%)</td>
<td>3.27</td>
<td>2.76</td>
<td>2.98</td>
<td>3.25</td>
<td>2.49</td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th></th>
<th>2-3-5</th>
<th>4-3-5</th>
<th>2-4-6</th>
<th>2-1-6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground truth((^\circ))</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>45</td>
</tr>
<tr>
<td>Conventional Degree((^\circ))</td>
<td>89.88</td>
<td>90.09</td>
<td>90.15</td>
<td>45.13</td>
</tr>
<tr>
<td>Mean error(%)</td>
<td>0.48</td>
<td>0.50</td>
<td>1.07</td>
<td>0.75</td>
</tr>
<tr>
<td>Proposed Method Degree((^\circ))</td>
<td>89.83</td>
<td>90.11</td>
<td>89.97</td>
<td>44.49</td>
</tr>
<tr>
<td>Mean error(%)</td>
<td>2.53</td>
<td>2.42</td>
<td>2.39</td>
<td>2.41</td>
</tr>
</tbody>
</table>
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